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M
otion-control technolo-
gies are at the core of 
multiple mechatronic 
products and applica-
tions. Wherever actuat-
ed motion takes place 

in machines and components, either 
position or force setting (or trajectory 

tracking), or even a combination of both, 
are demanded from the control system. 
In high-performance mechatronic sys-
tems, including micro- and/or nanoscale 
motion (such as data-storage devices, 
machine tools, manufacturing tools for 
electronics components, and industrial 
robots), the required specifications in 
motion performance, such as response/
settling time and trajectory/settling accu-
racy, should be sufficiently achieved [1]. 

From an industrial perspective, the 
most common design objective for ad-
vanced motion control is achieving a 
good tracking/following performance 
in the presence of disturbances and 
modeling issues—the nominal plant 
and performance specifications [2]. 
As an applied field of control theory, 
motion control was established in 
the 1990s [3], [4], and it is being inde-
pendently driven by contemporary 

A Review and Discussion of the Challenges of Controlled Motion

Motion-Control 
Techniques of  
Today and Tomorrow

MICHAEL RUDERMAN,  
MAKOTO IWASAKI,  
and WEN-HUA CHEN
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research in robotics [5]; however, con-
tinued progress in integrated mecha-
tronic design and novel actuator tech-
nologies has created new challenges 
for motion-control technologies. 

Likewise, current requirements for 
reducing materials and energy use are 
pushing mechatronic systems toward 
sensor and actuator reduction (hence, 
feedback degradation and underac-
tuation), and they are becoming more 
lightweight and, therefore, flexible (i.e., 
soft) structures. These trends burden 
robust and efficient motion control 
with some ineluctable theoretical and 
practical issues, including plant specifi-
cations, disturbance modeling, variable 
structure systems, identification and 
state estimation, and control robust-
ness and adaptivity, among others.

In this article, we review the state 
of the art and discuss some recent and 
potential challenges for motion-control 
techniques and related developments. 
Our goal is to highlight the principal 
features and associated issues of con-
trolled motion in advanced mecha-
tronic systems and applications for 
interested members of the IEEE Indus-
trial Electronics Society (IES). We refer 
to works published not only in IES jour-
nals and conferences but also those 
associated with broader research in 
motion-control topics and affiliated 
technologies. Beginning with the basic 

principles of motion stiffness and ideal 
versus disturbed motion under control, 
we clarify the vibrational perturba-
tions attributable to the structures and 
damping perturbations caused by fric-
tion on contact interfaces.

“Stiffness” of Motion: From 
Position to Force Control
In control-engineering practice, the so-
called stiffness is often used to charac-
terize the bandwidth of a closed-loop 
control system and, correspondingly, 
the time constants of its transient 
response. In that regard, a “stiff” con-
trol loop provides faster response 
times and its corner (i.e., bandwidth) 
frequencies lie farther to the right 
compared with a less “stiff” control 
system. This is a direct analogy to ba-
sic second-order mechanical systems 
with mass-spring-damper elements, 
for which the stiffness of the restoring 
spring determines the natural frequen-
cy and, therefore, dynamic character-
istics of the system response.

Although the term stiffness sounds 
like something self-evident for me-
chanical structures and, in second-or-
der dynamics, for closed-loop control 
systems as well, the so-called stiffness 
of controlled motion must be clarified. 
From the point of view of force bal-
ance, a controlled motion [here, with 
1 degree of freedom (DoF) for the sake 

of simplicity] can be seen as a generic 
(nonlinear) map,

 ( , ),F h X t=  (1)

between the generalized force ,F  total-
ly imposed on the motion system, and 
the resulting relative displacement ex-
pressed in the generalized coordinate 

.X  Implicitly, (1) incorporates both 
the motion plant and motion-control 
system as well as the function of the 
time derivatives of displacement (of a 
necessary order). The stiffness of the 
controlled motion, then, can be de-
fined as a partial derivative [3]:

 .K X
F
2
2=  (2)

The operation point of a gener-
ally nonlinear plant, just like more ad-
vanced nonlinear (often hybrid and/
or adaptive) controllers, can lead to a 
time-varying stiffness, thus resulting 
in ( ) .tK  The concept of stiffness of the 
controlled motion has been used in [3] 
and [6] as particularly suitable for a 
uniform consideration of position (or 
velocity) and force control as well as 
for different combinations of both. A 
high robustness in the motion system 
causes the adjustable stiffness, and, 
as a result, versatile applications will 
be possible [6]. Quite often, to satisfy 
the varying requirements of a partic-
ular motion-control application, the 
controller should have variable stiff-
ness while the system remains highly 
robust. Figure 1 illustrates the motion 
stiffness for different control cases.

To design an ideal position or, al-
ternatively, velocity control, one must 
ensure the controlled motion system 
is insensitive to variation in the forc-
es, which can be weakly known and 
rather unpredictable disturbances. 
That means that, for any deviation 

,F2  an ideal position control inhibits 
any deviations in the desired posi-
tion—that is, X 0"2 —which implies 
an infinite stiffness .K "3  This is 
also in accordance with the internal 
model principle [7], which requires, 
for example, that an integral control 
action be incorporated to compensate 
for the constant force disturbances 
so that X 0"2  as .t "3  Just as a 

F ref F ref X ref X ref

K → 0 K → ∞F, X

(a) (b) (c)

FIGURE 1 – The stiffness of controlled motion for the (a) force, (b) impedance, and (c) position 
control. The motion stiffness increases from the left to the right, while the flag represents the 
reference set value.

Continued progress in integrated mechatronic design 
and novel actuator technologies has created new 
challenges for motion-control technologies.
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high-stiffness mechanical structure 
will deform less in response to the ap-
plied force, which is beneficial for high 
precision and, thus, position accuracy, 
a stiff motion-control design will en-
sure insensitive operation in the pres-
ence of external force disturbances. 

Although an infinite static stiffness is 
provided by the integral-of-position-er-
ror state feedback, the so-called dynam-
ic stiffness [8] should take into account 
the more specific behavior of foreseen 
disturbances. The static and dynamic 
stiffness terms used in [8] refer to infi-
nitely high steady-state stiffness, due to 
the integral loop characteristics, and 
adjustable stiffness scalable for a par-
ticular disturbance frequency range. 
Generally, this requires a more elabo-
rate and, often, adaptive control design. 

However, control flexibility usually 
requires a tradeoff with some specific 
disturbance characteristics, such as 
modeling and robust performance. 
The latter point means a broader am-
plitude and frequency range of the ex-
ogenous signals, that is, reference tra-
jectories and disturbances. Once the 
relative displacement state is available 
and used for control, a robust control-
ler with high-gain feedback renders 
the motion stiffness respectively high. 
Therefore, with appropriately shaped 
closed-loop damping, the infinite-gain 
feedback design can theoretically ap-
proach an ideal position control with 
the desired infinite stiffness. 

At the same time, the inherent ac-
tuator constraints make this theoreti-
cal realization impossible for practi-
cal applications, since the high-gain 
control actions, including integral-of-
position-error feedback, may already 
hit the limits of the saturated actuator 
elements. A robust (in terms of per-
formance) tracking controller with an 
explicit disturbance compensator (ad-
dressed in the “Control and Compen-
sation Techniques in Motion Control” 
section) does not necessarily require 
an integral control action. This was 
shown in [4] for a high-accuracy po-
sitioning system and was explicitly 
analyzed in [9] for nonlinear friction-
type disturbances.

In the same spirit of stiffness of 
the controlled motion [see (2)], an 

ideal force control should allow in-
finite deviation of position, that is, 

,X "2 3  except when the force error 
is completely zero [6]. This implies 
the control stiffness tends to be zero, 
that is, ,K 0"  under the nominal con-
ditions of force regulation. From that 
point of view, an ideal force control-
ler should drive the system to F 0"2  
through an induced relative motion, 
which will minimize the force error. 
That means that, to keep the total 
system force on some desirable bal-
ance value, ( ) .F t const=

Unlike pure position control, force 
control requires distinguishing be-
tween two principally different modes: 
1) an unconstrained noncontact mo-
tion and 2) contact motion constrained 
by the system environment. In noncon-
tact mode, a force control is basically 
an acceleration control [3]. Recall that 
the input of the robust motion control-
ler should be the acceleration quan-
tity [6]. Therefore, to realize versatile 
motion-control systems, for which the 
control stiffness can vary widely, the 
overall motion controller should have 
a double-cascade structure. The inner 
robust (against disturbances) accelera-
tion loop allows accurate tracking of the 
desired acceleration reference, and the 
outer loop has the function of adjusting 
the motion stiffness by generating an 
appropriate acceleration reference. 

This principle, explained in [6], 
was independently developed in ro-
botics research [5], [10], [11] and has 
become standard in the robotics liter-
ature. It is also known as feedback lin-
earization, which is often denoted (in 
robotics) as inverse dynamics control 
or computed torque control. The latter 
transmits coupled nonlinear manipu-
lator dynamics into the well-known 
double integrator system [12]. An ac-
celeration control (i.e., force control) 
during noncontact motion contains 
mainly a forward gain, which scales 
the force reference to an acceleration 

quantity, provided the system inertia 
is known. 

Except uncommon applications 
for which an exact acceleration mea-
surement is available for feedback, a 
force control has no feedback loops 
during the noncontact motion. This 
appears quite naturally since hav-
ing no contact with the environment 
means that force sensing is not re-
turned from the tactile (end-effector) 
interface. Once the forced-controlled 
motion system comes in contact with 
environment, however, a closed me-
chanical loop arises through environ-
mental stiffness and damping, which 
become the principal factors in the dy-
namics of a force-controlled system. 
With environmental damping that is 
typically insufficient and not ideally 
viscous, the force-controlled motion 
system becomes oscillatory at contact 
and, consequently, is repulsed back 
from the environment. However, the 
control loop, released from mechani-
cal feedback, brings the system back 
into contact. 

Repeated over and over, this hunt-
ing phenomenon [3] is well known in 
practical force-controlled robotics 
applications, and it was recognized 
in [13]. To overcome the hunting phe-
nomenon, which can be seen as a local 
(i.e., transient) instability of the force 
control in the vicinity of environmen-
tal contact, a velocity feedback loop 
is usually inserted. However, when ad-
justed in this manner, the system can 
become unstable for small-velocity 
feedback gains, while the system re-
sponse becomes remarkably slower 
for larger gain values [14].

Depending on the motion-control 
task, for instance, the position or 
force set point (or trajectory track-
ing), a large or, respectively, low stiff-
ness must be achieved via a dedicated 
control design. At the same time, the 
motion-control problem can be speci-
fied in terms of obtaining the desired 

Control flexibility usually requires a tradeoff with 
some specific disturbance characteristics, such as 
modeling and robust performance.
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mechanical impedance. Controlling 
the motion dynamics to respond as a 
second-order system yields

 
( ) ( )

( ) ,

M X X D X X

K X X F
d d d d

d d c

- + -

+ - =

p p o o
 

(3)

with the desired (apparent) mass ,Md  
desired damping ,Dd  and desired stiff-
ness .Kd  The latter is particularly 
characteristic of an impedance con-
trol, which can be seen as a tradeoff 
between an absolutely “stiff” position-
ing and absolutely “soft” force follow-
ing (Figure 1). For the generalized dy-
namics (3) of an impedance-controlled 
motion system, the desired smooth 
motion reference is given by ( ),X td  
while ( )F tc  is the contact force on in-
terface with the environment.

For an ideal position control, with 
X 0d =  for simplicity and ,Kd "3  
an external contact force, as dis-
turbance, should not cause any dis-
placement; that is, .X 0"  On the oth-
er hand, an ideal force control with 
K 0d "  will maintain the desired force 
while, at the same time, allowing for 
an unbounded displacement X "3  
of the apparent (i.e., virtual) mass 
with the shaped-as-desired damp-
ing. In other words, an impedance 
control is the general form of motion 
control [3], [5], since it is possible to 
turn the impedance control to both 
the position and force controllers 

through the dedicated adjustment of 
control parameters. 

The concept of impedance con-
trol was initially proposed by Hogan 
[15] and, since then, has been elabo-
rated, especially in the robotics and 
control communities [11], [13], [16]. 
Particularly for safe and flexible hu-
man–machine interactions [17] and 
haptics [18], impedance control and 
its various extensions have gained re-
markable recognition. With substantial 
progress in the sensing technologies 
and the lightweight, soft operation 
design of robotic and mechatronic 
systems, this remains a focus of active 
research. In robotics, for example, see 
the survey and references in Ajoudani 
et al. [19]. 

In the 1980s, it was recognized 
that both position and force cannot 
be controlled simultaneously; there-
fore, a hybrid position/force control 
was proposed in [20], based on an 
orthogonal decomposition of the task 
space. For multi-DOF motion control, 
a full-dimensional task space is split 
into the so-called position-controlled 
and force-controlled subspaces. A 
dedicated selection (or switching) 
strategy endows the entire con-
trol system with a hybrid behavior, 
including variable structures and 
logic-based switching. Today’s ma-
ture hybrid systems theory [21] 
provides increasing capabilities for 

designing dedicated hybrid position/
force controllers; for a recent exam-
ple, see [22] and [23].

Ideal Versus Disturbed  
Motion Under Control
The relative motion under control is 
usually achieved with some feedfor-
ward and feedback regulators—both 
types designed, in large part, for 
a nominal system plant. Because 
of Newton’s laws of motion and the 
Lagrange–d’Alembert principle, the 
modeled relative motion always as-
sumes a forwarding of the double inte-
grator between the generalized force 
and relative displacement. At the 
same time, for multibody dynamics, 
which arise from multiple construc-
tive elements in a motion system, 
the chain of multiple integrators ap-
pears. In this way, forward propaga-
tion of the input force (i.e., energy) 
results in increasing system dynam-
ics (Figure 2). The additional control 
and actuator elements, located before 
the input force ,F  contain the coupled 
integrators, thus shaping overall sys-
tem dynamics. 

Although all modeled forward and 
feedback couplings make up the par-
ticular system behavior, determin-
ing the structure of signal flow and 
associated differential equations, 
the motion disturbances can appear 
as both exogenous quantities and/
or functions of the system state, al-
though, in the latter, with unknown/
uncertain relationships and parame -
ters. The structure depicted in Figure 2 
represents a single - input, single -
output (SISO) motion system, but it 
can also capture coupled single-in-
put, multiple-output (SIMO) dynam-
ics, provided the additional output 
channels are led out from the cor-
responding dynamic state variables. 
An example of such a SIMO system 
is a rotational robotic joint with gear 
elasticities (e.g., [16] and [24]), where 
both the motor and joint/link angular 
displacement appear as the output 
states of interest. 

Motion systems with multiple 
input channels [i.e., multiple-input-
multiple-output (MIMO)], are omit-
ted here for the sake of simplicity. 

F

d1 (.) dm (.)

fm (X, t )f1 (X, t )

Environment

Motion System

d t d td t d t
X1 Xm

FIGURE 2 – A relative-motion system with m coupled double integrators actuated by the 
generalized force F  and affected by nominal dynamics f  and unknown internal and external 
(environmental) disturbances .d

A dedicated selection (or switching) strategy endows 
the entire control system with a hybrid behavior, 
including variable structures and logic-based switching.

Authorized licensed use limited to: Nagoya Institute of Technology. Downloaded on March 24,2020 at 23:16:38 UTC from IEEE Xplore.  Restrictions apply. 



MARCH 2020  ■  IEEE INDUSTRIAL ELECTRONICS MAGAZINE 45

Furthermore, depending on some of 
the unconstrained and uncoupled 
motion variables, the free integra-
tors can vanish or be neglected in the 
modeling (see the light gray integra-
tor blocks in Figure 2). An example of 
this is a linear damper (dashpot) ele-
ment, within a chain of integrators, for 
which no inertial terms appear and 
the input force and output displace-
ment are connected via the single in-
tegrator, according to Newtonian fluid 
dynamics. Another example is when 
the relative velocity of an uncon-
strained motion is the system output, 
thus resulting in elimination of one 
free integrator. 

Since the disturbance signals can 
come from the environment—that 
is, outside of the motion system—
their origins and impacts can be 
very different. Also, in terms of the 
matching condition (discussed in the 
“Matched Disturbance and uncer-
tainty Attenuation” and “Mismatched 
Disturbance and Uncertainty Attenu-
ation” sections), the disturbances 
can be matched, such as ,d1  which 
is the most simple case, or mis-
matched, such as generalization (i.e., 

).d m 1m 6 !  As a common feature, 
however, they mostly negatively affect 
the nominal system dynamics and, 
consequently, impair performance 
of the motion control or, in the worst 
case, even destabilize it. 

Apart from the mechanical and of-
ten very pronounced vibrational and 
friction disturbances (addressed fur-
ther in the “Vibrational Perturbation 
in Structures” and “Friction Perturba-
tion on Interfaces” sections, respec-
tively), other disturbing effects can 
appear in a closed-loop control sys-
tem. Examples include the measured 
output bias or drift (e.g., [25]), disturb-
ing effects due to control discretiza-
tion [26], time-delay and communica-
tion disturbances in the loop [27], and 
parameter and load disturbances [28], 
[29], among others.

Assuming the vectors of the sys-
tem state ,X  nominal system dynam-
ics ,fi  disturbances di  ( Figure 2), and 
input force distribution u X( , ),F  a 
generalized motion system can be ap-
proximated by

( )

( )

.
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X
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f d
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(4)

The vector ( )u $  of the force distribution 
maps the input force F  to the lower-
order motion variables Xi  and Xi

o  with 
i 12  (Figure 2) thus capturing zero 
dynamics in the system. The following 
remarks can be made for the linearized 
modeling (4) of the motion system.

 ■ If the linearized motion system (4) 
has no zeros, the force coupling 
vector results in ./ 0u X2 2 =

 ■ The mismatched disturbances can-
not be directly compensated by the 
control input force; see the discus-
sion in the “Mismatched Disturbance 
and Uncertainty Attenuation” sec-
tion. The computed (model-based) 
compensation of mismatched distur-
bances will be inherently affected by 
the impact of (multiple) integrators 
in the chain.

 ■ If disturbances are not functions of 
the state and, hence, their partial 
derivatives do not exist, then the 
corresponding terms should be re-
moved from the linearized system 
matrix of (4) and collected as an 
additional vector, thus approach-
ing (14); see the “Measurement and 
Observation Techniques in Motion 
Systems” section.

 ■ The state-independent disturbanc-
es, which appear as exogenous 
values, cannot destabilize the ei-
gen-behavior of system (4) but sig-
nificantly affect its transient and 
steady-state response.
The most challenging issues for 

advanced motion control are in the 
measurement or robust observa-
tion/estimation of various types of 

disturbances, and their localization 
and isolation are a prerequisite for 
efficient compensation. This is neces-
sary in addition to sufficiently accu-
rate modeling that, however, may be 
subject to both parametric and struc-
tural uncertainties [30].

Vibrational Perturbation  
in Structures
Vibration in structures, caused by var-
ious types of mechanical resonances 
as well as electrical and/or physical 
linear/nonlinear properties, can dete-
riorate motion-control performances, 
especially for fast-response and high-
precision applications [1]. To effective-
ly design a motion controller (on the 
levels of force, torque, velocity, and/
or position) against these vibrational 
properties, in general, precise model-
ing for and identification of the target 
systems should be indispensable for 
accurate model-based feedforward 
compensations and robust/adaptive 
feedback controllers. 

Perturbation in the vibrational 
properties, however, essentially in-
heres in the actual target systems and 
should strongly affect higher motion-
control performances. In mechatronic 
systems, the perturbation can appear 
as parameter/property variations in 
mechanical/electrical resonant fre-
quency, damping/friction, actuator 
torque/force constants, and so on. In 
this section, practical knowledge of 
vibrational perturbation due to struc-
tured/unstructured uncertainties [30] 
is surveyed, with a focus on how this 
type perturbation occurs and how 
the effective modeling and controller 
should be designed.

Changes in Mechanical Structure
Changes and/or transformations in 
mechanical structures, such as pos-
ture/load of industrial robots, work 
arrangements of machine tools, and 
so on, directly vary the equivalent 

Since the disturbance signals can come from the 
environment—that is, outside of the motion system—
their origins and impacts can be very different.
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moment of inertia and resonance fre-
quency. An example is the linear tra-
jectory motion for a six-axis industrial 
robot, where the equivalent moment 
of inertia, especially in the first or 
second axis, is drastically changed ac-
cording to the posture [31]. This leads 
to perturbed-frequency Bode charac-
teristics in the rigid mode gains and 
vibration mode characteristics (reso-
nance/antiresonance frequencies and 
gains), resulting in deteriorating robot 
motion performances, including re-
duced accuracy in settling, trajectory, 
velocity, and so on. 

In the case of the first or second 
axis, inertia generally varies up to 
three to four times, and this directly af-
fects the control performance, such as 
bandwidth and stability of the feedback 
system as well as model-based feedfor-
ward compensation. To improve the 
motion-control performance against 
structural changes in the mechanism, 
precise modeling/simulation, based on 
kinematic analyses, variable structure 
control (e.g., variable filters [31]), adap-
tive algorithms, and robust control 
[32], may compensate for the varia-
tions. The CAD-supported kinematic 
analyses are also promising tech-
niques for specifying the boundary of 
the perturbations, leading to robust 
controller design.

Scattered Characteristics  
in Mass-Production Systems
In the actual mass production of indus-
trial mechatronic systems, the charac-
teristics (of mechanical, electrical, and 

physical properties) are essentially 
dispersed, which leads to scattered 
motion performance, because a con-
troller is usually designed using a typi-
cal characteristic for a series of prod-
ucts. Figure 3(a) provides an example 
of scattered Bode gain diagrams for 
mass-produced galvano scanners for 
laser-drilling machines [1]. The scan-
ner mechanism can be modeled by a 
multimass body system: a black line 
represents the gain characteristic in 
the nominal case, and the blue lines 
represent the scattered characteristics 
among numerous products. In Figure 3, 
the dispersion components are clearly 
observed in the rigid mode gain and 
frequency/gain of the primary, second, 
and third vibration modes. For this 
scanner positioning, the perturbation 
of some percentages leads to dras-
tic performance deteriorations, with 
more than 10% error in the required 
specifications (settling time, accuracy, 
and so on); it is quite a different situa-
tion compared to the effects of pertur-
bation due to changes in mechanical 
structure described earlier.

To ensure constant motion perfor-
mance against the scattered character-
istics, adaptive and/or robust control 
should be effective based on precise 
modeling and practical estimation in the 
perturbation boundary. An online auto-
tuning algorithm [33], [34] is a promis-
ing method for performing the precise 
parameter selection in feedforward and 
feedback compensations as well as, 
from a practical viewpoint for industrial 
applications, saving time and labor.

Changes in Environmental Conditions
Environmental conditions in mecha-
tronic systems, including temperature 
fluctuations, aged deteriorations (from 
hours to years), system delay compo-
nents (dead-time and servo lag in the 
controller or time delay in communica-
tion lines), and unknown disturbances, 
drastically affect motion performance 
in a wide variety of actual motion op-
erations. For example, the tempera-
ture fluctuations in mechanisms and/
or electrical components can directly 
cause variations in the vibration 
modes (gain and frequency), damp 
ing and friction forces, and actuator 
torque/force constant due to the es-
sential properties in mechanical/elec-
trical materials (metals, magnets, and 
so on). Figure 3(b) shows an example 
of perturbed gain characteristics of 
the galvano mirror, with frequency 
variations 100 zH!d =  in the primary 
vibration mode due to temperature 
fluctuation during motion operations. 

As a result of perturbations, the 
settling performances in positioning 
are clearly deteriorated, as shown in 
Figure 4 [35]. In Figure 4(a), as the po-
sitioning operations of galvano scan-
ners mirror progress from 5 to 800 s, 
the overshoot responses gradually 
increase due to the temperature ris-
ing in the mechanism and actuator, 
which leads to changes in vibration 
mode and a decrease in the actuator 
torque constant. Figure 4(b), on the 
other hand, clarifies that the fluctua-
tion in the actuator torque constant 
with a range of . %1 5!  deteriorates 
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the position-settling performances 
with overshoot and/or undershoot re-
sponses corresponding to the torque 
constant variation. 

To compensate for environmental 
changes, online autotuning and/or 
adaptive control are also helpful tech-
niques, especially for aging deteriora-
tions in mechanisms and electrical 
components. Those algorithms, in ad-
dition, can be applied to cases caused 
by the machine-setting environment 
with different floor conditions, lead-
ing to a change in the resonance fre-
quency of machine stand vibration. 
As recent globalized manufacturing 
chains are rapidly expanding, these 
types of autotuning/adaptation algo-
rithms should be powerful enough to 
eliminate the various environmental 
perturbations [36].

The promising approaches and/or 
techniques—that is, practical precise 
modeling and controller design, robust 
and/or adaptive control, and optimiza-
tion (including online autotuning)—
should be applied to compensate for 
motion performance deteriorations 
due to the actual vibrational perturba-
tion. In addition, these techniques may 
be used to create to diagnosis and/or 
fault-tolerance algorithms to prevent 
unexpected accidents [37].

Friction Perturbation  
on Interfaces
Motion-control systems are usually 
equipped with various types of contact 
interfaces, due to the part bearings, 
which move relative to each other. Ex-
ceptions, also encountered in mecha-
tronic design, are the air and magnetic 
bearings; see [38] and [39], respective-
ly, for an example and overview. Both 
technologies, though relevant and 
fairly challenging for design and mo-
tion control, are not directly associat-
ed with contact interfaces and related 
friction perturbations; therefore, we do 
not focus on them here.

Once a pair of mechanical parts is 
in loaded physical contact, the corre-
sponding (generalized) friction force 
appears on the interface and acts in a 
direction opposite to the ongoing rela-
tive motion. The friction is present in 
all machines incorporating parts with 

relative motion [40], and, although 
friction may be a desirable property, 
as it is for brakes, it is generally an im-
pediment for servo control. 

Not surprisingly, the volume of re-
search dedicated to modeling, iden-
tifying, and compensating for the ef-
fects of friction is huge and cannot be 
satisfactorily summarized in this arti-
cle. For an earlier and well-celebrated 
survey, please refer to [40]. A more 
recent seminal work [41], dedicated 
to friction-force dynamics, summa-
rizes and highlights (as do the refer-
ences therein) the most pronounced 

phenomena associated with kinetic 
friction, which include the so-called 
presliding friction behavior, adhesion 
and creeping, transient friction lag, 
and stick–slip motion.

The appearance of friction forces on 
a contact interface, independent of the 
type of contact mechanism (e.g., slider, 
ball bearing, roller, and so on) can be 
imagined by inspecting the principal 
configuration depicted in Figure 5(a). 
A normal loaded (by force )N  contact 
pair induces the kinetic friction force 

,F  counteracting relative displacement 
with velocity .Xo  Sliding along each 

F
N

X
.

Deformable Upper Surface

Rigid Lower Surface

Lubricant

(a)

(b) (c)

FIGURE 5 – The friction appearance of the contact interface. (a) A contact pair of moving bodies 
on the friction surface with normal load ( ).N  (b) A schematic representation of the deformable 
upper surface moving along the rigid lower surface with lubricant penetration between asperi-
ties. (c) The typical topology of the rough surface pair in contact.
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other, the outer surface layers deform 
elastoplastically [for the sake of simplic-
ity, only one surface is drawn as deform-
able in Figure  5(b)], while the surface 
roughness provides irregular contact 
asperities, with lubricant medium dis-
tributed in between. The squeezed lu-
bricated regions, marked by dark green 
color in Figure 5(b), are characterized 
by hydrodynamic pressure of the lu-
brication medium, which gives rise 
to an additional lift-up effect [41]. De-
spite the irregular landscape of the 
rough surfaces in contact [Figure 5(c)], 
a particular surface topology can 
be characterized by some average 
values of the asperities’ height, dis-
tance, distribution, and elastoplas-
tic characteristics.

Given an accurate and real-time-
capable model of the friction forces, 
those can be compensated for (at least 
theoretically) in either a feedforward 
or feedback manner. This has been 
widely attempted in previous works 
since the kinetic friction, in the general 
consensus, constitutes a determinis-
tic nonlinear map between the arising 
friction force and relative displacement 
rate as its cause; that is, : ( ) ( ).f X t F t"o  
However, despite notable progress in 
the understanding and modeling of 
friction phenomena, in most cases, 
the direct model-based compensation 
techniques fail when it comes to robust 
and practice-suitable motion control. 

This is due to several reasons that 
are quite different in nature, most ob-
viously the nonfeasibility of directly 
measuring friction on the contact in-
terfaces. Since the friction force ap-
pears as a mismatched and internally 

coupled disturbance (see Figure 2 and 
the related discussion on ideal versus 
disturbed motion), its proper decom-
position and isolation within the total 
balance of forces almost always rely 
on some strong and often artificial 
assumptions, without sensor-based 
examination of the physical values. 
Therefore, the friction quantities in 
servo-controlled machines are usu-
ally obtained as residual values, out of 
the total dynamics balance, provided 
the other force components are prop-
erly identified and known based on 
the measurements. 

The next obstacle in dealing with 
accurate friction properties lies in 
the (predominantly) spatial nature of 
friction, whereas the residual terms 
of the system and control dynamics 
are specified and handled in the time 
or frequency domains. An example of 
this misalignment in dynamics prop-
erties is a degraded-integral control 
performance when attempting to com-
pensate for presliding friction [42]. 
This issue has been analyzed and ex-
perimentally demonstrated in [9]; see 
the example shown in Figure 6. Here, 
a well-tuned integral control part fails 
to ensure a fast settling behavior and 
results in a slow creeping of the con-
trolled position response due to non-
linear presliding friction. 

Finally, the kinetic friction in the 
motion-control system is subject to 
large uncertainties due to multiple, and 
often weakly known, internal and ex-
ternal factors, such as roughness, ther-
mal and lubricant state of contacting 
surfaces, varying normal loads, dwell 
time, and wear, among others [43]. 

This fact requires an additional and, 
above all, fast estimation (or corre-
sponding observation) of the transient 
and time-varying friction states and/
or parameters. The latter can often be 
assumed as available, with the previ-
ously identified (i.e., nominal) values. 
Therefore, the classical adaptive (in 
parameters) strategies and algorithms 
are of less priority here, although they 
remain interesting for control tuning. 
This is in the case of changeable loads, 
thermal and lubrication conditions, 
or control initialization when set into 
operation. The necessity of observing 
the friction disturbances has been al-
ready shown in [44] and continues in 
current research, as has been demon-
strated, for instance, for the absolute 
(encoder resolution) accuracy of posi-
tioning [43] and friction-torque estima-
tion in robotic joints [24], [45].

Although a generalized empirical 
friction model structure, according to 
[41], requires the friction force to be a 
(nonlinear) map ( , , )F X X zF= o  of the 
relative displacement and some inter-
nal state vector equally, the dynamics 
of which are driven by ( , , ),z X X zG=o o  
another general friction force mapping 
can be postulated as well. For the rela-
tive displacement rate, assumed to be 
the main factor driving the dynamics 
of kinetic friction, one can write

 ( , ),F f X t= o  (5)

where an explicit time argument cap-
tures the time-varying behavior and 
dynamic response of the friction force. 
In the most simple and well-known 
case of a static friction force, (5) trans-
forms into ( ),F X Xsigna b= +o o  with 
a  and b  as the linear viscous and 
corresponding Coulomb friction coef-
ficients, respectively. 

In the more general dynamic case of 
kinetic friction, a differential equation,

 ( , , ),F g F X t=o o  (6)

can be assumed instead of (5). Note 
that (6) is compliant with the Dahl 
friction model [46] in its original dif-
ferential form. The Dahl model can 
be credited as the first but still rele-
vant approach for capturing transient 
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presliding friction characteristics. If 
one assumes the total kinetic friction 
as some (general) superposition of 
the Coulomb- and viscous-type fric-
tion terms, then (5) and (6) can be 
concretized, as in the example provid-
ed in [43]. When doing this, the fric-
tion uncertainties will end up either in 
the lumped but time-varying friction 
parameters or unknown disturbance 
to be observed, as will be described 
later in this section.

Although disturbances due to un-
known friction can be classified, more or 
less, by certain amplitude and frequen-
cy ranges or assumed to be correspond-
ingly steady-state upper bounded, the 
disturbances due to uncertain friction 
are often highly dynamic and transient. 
This makes them particularly challeng-
ing for an appropriate estimation, as a 
convergence phase is required before 
an estimated friction state can be used 
instead of a real physical value. This is 
generally independent of the type of 
designed observer. For instance, fol-
lowing the modeling approach [43], the 
dynamics (6) of the friction force results 
in : ( ),/d dg X F t Xsign1 1ax x b- +- -o o  
where x  is the time constant of friction 
lag. Otherwise, the time-varying ( ),ta  

( ),tb  and ( )tx  parameters, which cap-
ture the uncertainties of friction behav-
ior, would significantly affect the fric-
tion-force dynamics, and that coupling 
creates challenges for proper decompo-
sition. It is also evident that the two-
times Dirac delta function, due to the 
sign discontinuity of the modeled Cou-
lomb friction, is additionally weighted 
by, in this case, the varying ( )tb  pa-
rameter. That leads to an uncertain 
excitation of the force dynamics every 
time the sign of the relative velocity 
changes. Different approaches have 
been proposed to deal with force dis-
continuity at motion reversals and the 
fact that relative motion never starts 
or stops abruptly but, instead, within 
a certain (presliding) region of the rel-
ative displacement and, correspond-
ingly, growing friction force. 

This began with the Dahl model 
[46] and, since then, has flourished in 
the number of approaches with differ-
ent modeling complexities and levels 
of details when capturing peresliding 

transitions. Along with several formu-
lations based on nonlinear differen-
tial equations, the Maxwell-slip-type 
structures, equivalent to the distribut-
ed Prandtl-Ishlinskii hysteresis opera-
tor [47], turned out to be particularly 
suitable for shaping hysteresis in the 
presliding-force transitions. Further 
extensions of the principal Coulomb 
and viscous (including Stribeck effect) 
friction laws attempt to capture the 
stochastic aspects of rough surfaces, 
temporal and load-dependent relax-
ation, adhesion (also known as stic-
tion), impact of dwell time and “warm-
ing up” effects, and others. 

At the same time, despite the fact 
that more elaborate friction models 
can yield a better consonance with ex-
perimental data, it is the generality in 
the modeling of kinetic friction that re-
mains, and perhaps will remain, one of 
the most appealing issues. Ensuring a 
sufficient tradeoff between generality 
and level of detail when describing the 
multifaceted phenomenon of kinetic 
friction should allow for an appropri-
ate estimation and compensation of 
friction perturbations in controlled 
motion systems.

Measurement and Observation 
Techniques in Motion Systems
Measurement and estimation tech-
niques are becoming more impor-
tant in motion systems. They not 
only provide information required 
by control systems but also facilitate 
many other important tasks, includ-
ing operating-status monitoring, fault 
detection and diagnosis, and finding 
changes in environment conditions. 
Sensors and physical devices are 
used to measure the state and work-
load of a dynamic system or sense 
the working/operational environ-
ment. With advances in sensing tech-
nologies, more physical quantities 
are now available for measurement, 
with increasing accuracy. 

However, there is concern about 
cost, which is important for industrial 
mechatronic systems, particularly 
those in mass production. Significant 
effort is also being made to extract 
or infer as much information as pos-
sible from available measurements. 
Many estimation and observation 
techniques have been developed; ex-
amples include the development of 
sensorless control in motion systems 
[48], where some key feedback mea-
surements are replaced by estimation 
techniques. More recently developed 
is the so-called virtual torsion sensor 
[24], with which an output encoder can 
be reduced in robotic joints with non-
negligible elasticities. These could be 
considered soft sensor technologies, 
and they quite often rely on a good 
model or knowledge of a motion sys-
tem and its operational environment 
of concern. 

There are different types of obser-
vation techniques: state observation, 
disturbance observer (DOB), and joint 
state and disturbance estimation. In 
many applications, disturbance es-
timation techniques are used to esti-
mate not just external disturbances 
but also the influence of system un-
certainty in modeling, for example, 
due to the mismatch between a model 
and physical system or the change of 
a motion system as a consequence of 
the change of operational conditions 
and environments, including system 
faults. In the following sections, we 
discuss a number of existing and new 
observation technologies, focusing on 
disturbance estimation, as there ex-
ists a significant amount of literature 
on state observation (see [49] for 
an overview).

Linear Estimation Techniques
Many observation technologies are 
available for motion systems described 
by linear dynamics. The classic Lu-
enberger state observer [50] design 

There are different types of observation techniques: 
state observation, disturbance observer, and joint 
state and disturbance estimation.
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technique for deterministic systems 
and Kalman filtering [51] for stochastic 
systems are well known methods for 
estimating unavailable system states 
from output measurements. The prob-
lem becomes slightly more complicat-
ed in the presence of external distur-
bances. A number of approaches have 
been developed for directly estimating 
the disturbance or jointly estimating 
the state and disturbance by augment-
ing the disturbance into the state so 
that a conventional Luenberger state 
observer or Kalman filtering technique 
can be used. Depending on the de-
scription of the motion-system model, 
transfer function and state-space ap-
proaches have been developed.

Transfer Function Approaches
The frequency-domain DOB was origi-
nally proposed in [52]. Suppose that a 
motion system is described by a trans-
fer function ( ).G s  The basic idea in 
[52] is to obtain a disturbance estimate 
by filtering the differences between the 
control and calculated inputs using 
the inverse model of the nominal plant 

( )G sn  through a low-pass filter ( ).sQ  
The basic diagram of the DOB is 

given in Figure 7(a), where ( )Q s  is de-
signed as a low-pass filter with unity 
gain. The relative degree of ( )Q s  (i.e., 
the order difference between the nu-
merator and denominator) is not less 
than that of the nominal plant ( )G sn  
to ensure that ( ) ( )Q s G sn

1-  is imple-
mentable. One promising feature of 
the DOB technique is that it is able to 
estimate not only external disturbance 
but also the influence of uncertainty, 
the so-called lumped disturbance 
concept, illustrated by the diagram in 
Figure  7(a). Following block-diagram 
manipulation, it can be shown that

( )(( ( ) ( )) ) .d Q s G s G s y dn
1 1= - +- -t

This implies that the disturbance esti-
mate consists of two parts: the external 
disturbance d  and the mismatching 
between the physical system and its 
nominal model. Therefore, DOB tech-
niques are able to estimate the influ-
ence of uncertainty; this is why they 
are also widely used as a robust control 
method, as discussed in the “Control 
and Compensation Techniques in Mo-
tion Control” section.

However, the original structure 
in [52] cannot handle the nonmini-
mum phase systems, since the direct 
inverse of the nominal plant ( )G sn  
brings unstable poles in ( ) ( ).Q s G sn

1-  
To this end, an improved and more ge-
neric version of DOB is given in [53]. It 
is depicted in Figure 7(b), where ( )sM  
and ( )sN  take the following form:

 ( ) ( )
( )

,  ( ) ( )
( )

.M s L s
M s

N s L s
N sn n

1 1
= =  (7)

The nominal plant is represented as 
( ) ( ) ( ),/G s M s N sn n n=  with ( )L s1  be-

ing a stable polynomial, and ( )Q s  
is designed as a low-pass filter, such 
that ( ) ( )M s Q s  is a low-pass filter with 
unity gain. The key design parameter 
in this approach is the low-pass filter 

( ),Q s  which depends on the frequency 
of the disturbance and uncertain dy-
namics to be estimated, the frequency 
of the sensor noise, and the system 
dynamics. Guidance for how to design 
the DOBs through this approach can 
be found in [54].

State-Space Approaches
Shortly after the state-observer tech-
nique (e.g., Luenberger observer [55]) 
was developed in the 1960s, John-
son [56], [57] extended it to estimate 

external disturbance. This was real-
ized by augmenting the system dy-
namics with a disturbance model so 
that the augmented system consists of 
both the system states and the distur-
bance (or the internal states of a dis-
turbance dynamics). Therefore, the 
system states and disturbance can be 
simultaneously estimated by using an 
existing state-observation technique. 
Consider a SISO linear system subject-
ed to unknown disturbances, given by

 
,

,
x Ax B u B d
y Cx

u d= + +

=

o'  (8)

where ,x Rn!  ,u R!  ,d R!  and 
y R!  are the system states, control 
input, disturbance, and measure-
ment, respectively. ,A  ,Bu  ,Bd  ,C  and 
D  are the corresponding system ma-
trices, which can be considered as a 
state-space realization of the nominal 
plant ( )G sn  in Figure 7(a). The dis-
turbance is supposed to be approxi-
mately represented by the linear ex-
ogenous system

 , ,S d H~ ~ ~= =o  (9)

where Rq!~  and the pair ( ),S H  are 
known and observable. It can represent 
a wide range of disturbances including 
unknown constant, ramp, and periodic 
signals, such as sinusoid waves.

Combing the system dynamics (8) 
and disturbance dynamics (9), a com-
posite system can be obtained:

 
,

,
x Ax Bu
y C x
= +

=

ro r r r
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)  (10)

where [ , ] ,x xT T T~=r  and the system 
matrices are given by
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Following a standard state-observer 
design procedure, the disturbance 
can be estimated by
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where K  is the observer gain matrix, 
and hatted variables are the estimate 
of the corresponding variables. It is 
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FIGURE 7 – (a) The classic Q- filter-based DOB, as in [52]. (b) A generic DOB structure.
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easy to see that this approach could 
be extended to handle multiple distur-
bances and MIMO systems. For sto-
chastic systems, Kalman filtering could 
be directly applied in a similar way.

This approach is basically joint 
state and disturbance estimation. In 
some applications, only the distur-
bance is of interest; for example, when 
all of the states are already available 
or only faults or environment changes 
(which can be modeled as a type of 
disturbance) are of concern, a distur-
bance estimation could be developed 
using the so-called functional observ-
er concept in the state-space approach 
[50]. This also provides a counterpart 
of the DOB design in the transfer func-
tion approach described in the “Linear 
Estimation Techniques” section.

A state-space DOB is proposed in [58] 
using the functional observer concept: 
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where z  is the state variable of the ob-
server, and ,F  ,G  ,T  and J  are the gain 
matrices designed to satisfy
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(13)

where W  is the intermediate matrix, 
and L  is chosen based on the order of 
the observer to be designed. From (13), 
one can prove that the disturbance es-
timation error converges to zero. Also 
in (13), the order of the DOB could be 
changed by using matrices with dif-
ferent dimensions, which is similar to 
choosing a different order of the Q  filter 
in the transfer function approach. The 
design procedure can be found in [58]. 
The main difference between the func-
tional DOB in (12) and (13) and the DOB 
in (10) and (11) is that it is much more 
flexible in choosing the order of the 
DOB. Essentially, the DOB in (10) and 
(11) is a full-order observer, whereas 
the one in (12) and (13) is a reduced-or-
der observer, for which the order could 
be determined by a designer (subject to 
the existence condition in [58]).

Although there are similarities, the 
transfer function approaches and the 
state-space approaches have differ-
ent features. For a further discussion 
of the relationships of the disturbance 
estimation to the transfer function and 
state-space approaches, please refer 
to [59] and [58].

Nonlinear Estimation Techniques
Estimating states and/or disturbances 
for a motion system described by non-
linear dynamics is much more chal-
lenging. In general, unlike for linear sys-
tems, there are no design methods for 
a nonlinear state observer for a general 
nonlinear system, although research-
ers have investigated developing 
nonlinear state observers for motion 
systems with a specific structure [60]. 
Consequently, it is even more difficult 
to design a joint state and disturbance 
observation for a nonlinear system. 
Therefore, the approach of augmenting 
the states with disturbances, widely 
used in linear systems, cannot be ex-
tended to nonlinear systems. However, 
there are several generic nonlinear 
DOB techniques for nonlinear systems.

Consider a nonlinear system, in 
companion form, described by

 
( ) ( ( )) ( ( ))

( ( )) ( )
( ) ( ( ))

,
.

x t f x t g x t u

g x t d t
y t h x t

1

2

= +

+
=

o

*  (14)

It is assumed that ( ),f x  ( ),g x1  and 
( )g x2  are smooth functions in terms 

of the state .x
A number of techniques have been 

proposed to design nonlinear DOBs to 
estimate the disturbance d (e.g., [62]), 
and [49] provides an overview. A widely 
used method, sometimes also called 
Chen’s DOB to distinguish it from other 
nonlinear DOB techniques, was pro-
posed and evolved from an initial non-
linear DOB presented in [63] for dealing 
with friction in a robotic manipulator 
system. We introduce this nonlinear 
DOB technique here:

( ) ( ) ( )[ ( ) ( )

( ) ( ) ]
( )

,
,

z l x g x z l x g x p x

f x g x u
d z p x

2 2

1

=- -

+ +

= +

o

t
*

 (15)

where z R!  is the internal state vari-
able of the observer, and ( )p x R!  is 
an auxiliary variable to be designed. 
The nonlinear observer gain ( )xl  is 
then determined by

 ( )
( )

.l x x
p x
2
2

=  (16)

The nonlinear DOB asymptotically es-
timates the disturbance if the observ-
er gain ( )xl  is chosen such that

 ( ) ( )e l x g x ed d2=-o  (17)

is asymptotically stable regardless 
of ,x  where e d dd = - t  is the distur-
bance estimation error.

There are many ways to choose 
the nonlinear gain ( )xl  and ( )xp  such 
that (17) is stable and (16) is satisfied; 
a systematic approach was suggested 
in [64]. For a nonlinear system with a 
well-defined relative degree t  from 
the disturbance to the output (i.e., the 
order difference between the highest 
derivative of the disturbance and the 
output), ( )xp  is suggested as

 ( ) ( ),p x p L h xf0
1

=
t-  (18)

where ( )L h xf
1t-  denotes the Lie de-

rivative defined as the ( )1 tht -  de-
rivative of the function ( )xh  along the 
function ;f  see [65] for a basic discus-
sion. Consequently, the nonlinear ob-
server gain ( )xl  is given by

 ( )
( )

.l x p x
L h xf

0

1

2
2

=
t-

 (19)

Therefore, the whole design process 
boils down to the problem of choosing 
the parameter ,po  which is a tuning pa-
rameter for the compromise between 
the convergence rate and sensitivity to 
noise. Once this parameter is chosen, 

Estimating states and/or disturbances for a motion 
system described by nonlinear dynamics is much 
more challenging.
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the nonlinear observer gain ( )xl  and 
the auxiliary variable ( )xp  are deter-
mined by (19) and (18), respectively; 
then, the nonlinear DOB is given by 
(15). This nonlinear DOB technique 
has been widely applied in motion and 
other mechatronic systems.

In addition to its simple design, a 
promising feature of the described 
method is that the controller design 
could be separated from the DOB 
design. This somehow extends the 
so-called separation principle of state-
observer-based control design for lin-
ear systems. The separation principle, 
more formally known as the principle 
of separation of estimation and control, 
implies that the state-observer and 
controller designs could be distinct 
from each other. 

First, a state feedback-control law 
is designed under the assumption that 
all of the states are available. A state 
observer is then designed to estimate 
the state. Finally, the feedback states 
are replaced by their estimates yield-
ed by the state observer. In a similar 
fashion, a feedforward compensation 
could be designed under the assump-
tion that the disturbance is measured 
(see the next section for design meth-
ods), and then it is replaced by its es-
timate yielded by the nonlinear DOB 
given in (15). Therefore, the control 
and DOB designs can be separated for 
disturbance attenuation and robust-
ness of nonlinear systems.

This separation for nonlinear sys-
tems [66], [67] is realized due to the 
special feature of the proposed non-
linear DOB (15). That is, the conver-
gence of the disturbance estimation 
is achieved irrespective of the state of 
the nonlinear systems. Consequently, 
Chen’s nonlinear DOB can be com-
bined with an arbitrary nonlinear 
control design method to improve its 
disturbance rejection or/and robust-
ness under certain conditions. This 
feature makes the nonlinear DOB and 

its control design framework (DOBC) 
attractive, thus creating a successful 
design method in the area.

Control and Compensation 
Techniques in Motion Control
In addition to traditional proportional-
integral-derivative (PID) controllers or 
the like, Many advanced control meth-
ods have been developed and applied 
to motion-control systems, includ-
ing model-predictive control, robust 
control, adaptive control, slide-model 
control, internal-mode control, output 
regulation, passivity-based control, 
and active-disturbance-rejection con-
trol. The amount of related control 
literature is too huge to be properly 
listed here; for some survey and over-
view sources, please refer to [1], [65], 
and [68]–[72].

In this section, we will focus on a 
new type of composite control method. 
This control mechanism, with a 2-DoF 
control structure, tries to exploit both 
feedback and feedforward strategies 
and combine them together to achieve 
high performance in tracking/regu-
laiton, good stability and disturbance 
rejection, and strong robustness. More 
specifically, a feedback-and-feedfor-
ward control strategy has been exten-
sively discussed in [1], where a feedfor-
ward controller that directly generates 
a feedforward control signal based on 
reference/command is integrated with 
a feedback controller that is driven by 
the control error. Another 2-DoF ro-
bust control design has been shown 
for motion control of a servomotor [28] 
based on coprime factorization by the 
Youla–Kucera parametrization tech-
nique (see [73] for details). 

Another widely used way to em-
ploy feedforward is to attenuate the 
influence of disturbance by generating 
a compensation based on disturbance 
measurement. However, since the 
disturbance or the influence of uncer-
tainties may not be available (or not 

measurable), the feedforward strat-
egy is facilitated by the disturbance-
estimation techniques introduced in 
the “Measurement and Observation 
Techniques in Motion systems” sec-
tion. DOBC is one type of this com-
posite control method. Thanks to the 
separation principle discussed earlier, 
a design procedure for developing a 
composite control scheme for motion 
systems is outlined.

 ■ Step 1: Design a feedback controller 
to achieve stability and tracking/
regulation performance without 
considering disturbances/uncer-
tainties.

 ■ Step 2: Develop a feedforward con-
trol strategy to reject disturbances 
or uncertainties under the assump-
tion that they are measurable.

 ■ Step 3: Create a DOB to estimate 
disturbance or the influence of un-
certainties.

 ■ Step 4: Integrate the feedback-and-
feedforward strategy with the dis-
turbance replaced by its estimate 
to constitute a composite control-
ler and analyze its performance.
Design of a feedback controller in 

step 1 could be carried out with any 
suitable design methods, such as PID, 
model predictive control, and linear 
quadratic regulator, and several tech-
niques for the DOB design in step 3 
were introduced in the “Measurement 
and Observation Techniques in Mo-
tion Systems” section,  depending on 
whether the dynamics system is lin-
ear or nonlinear. 

In the following sections, we will 
discuss how to design the feedforward 
compensation to reduce the influence 
of disturbance and uncertainties in 
step 2. There are many disturbances 
and uncertainties in motion-control 
systems. For ac-motor-driving systems, 
these are the mechanical parameters, 
such as the changes in inertia; electri-
cal parameters, including changes in 
stator resistance due to temperature; 
friction torque; load torque; cogging 
torque; flux-harmonic torque; distor-
tion voltage; current-offset errors; 
skewed slot torque; and so on. Obvi-
ously, it is important to improve the 
disturbance rejection and robustness 
of the controlled motor-drive system.

In addition to its simple design, a promising feature 
of the described method is that the controller design 
could be separated from the DOB design.
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Matched Disturbance and  
Uncertainty Attenuation
Disturbance and/or uncertainty satis-
fying the matching condition implies 
that the disturbance or effect of the un-
certainty is applied in the same chan-
nel as the control input or, more pre-
cisely, the influence of a disturbance 
or uncertainty can be equivalent to the 
input channels in some way. Almost all 
of the current transfer-function-based 
composite design approach (e.g., 
DOB) has this assumption explicitly 
or implicitly. For a system described 
by a state-space model, such as (8), 
the matching condition is met when 
B Bd u=  (or, more precisely, B Bd uC=  
for some ).C  Similarly, the matching 
condition is satisfied if ( ) ( )g x g x1 2=  in 
(14) for nonlinear systems.

Because the control input and the 
disturbance are in the same channel, 
the feedforward compensation strat-
egy is quite straightforward. That is, 
the influence of the disturbance could 
be completely removed (at least theo-
retically) by generating a counteract-
ing control action. Consider a compos-
ite controller given by

 ,u u uf b f f= +  (20)

where uf b  is control action calculated 
by a feedback controller designed 
in step 1, and uf f  denotes the feed-
forward control. Consequently, after 
replacing the true disturbance with 
its estimate, the corresponding com-
posite control law in the presence of 
matched disturbance is given by

 ,u u u u df b f f f f= + = - t  (21)

where dt  is the estimate of the lumped 
disturbance. It can be shown that the 
influence of the disturbance or uncer-
tainty could be completely removed 
if the estimate yielded by a DOB ap-
proaches the real disturbances [64].

Mismatched Disturbance and 
Uncertainty Attenuation
Quite often, the disturbance and con-
trol do not occur in the same chan-
nel, so the matching condition is 
not satisfied; in general, this is true 
when considering the influence of 

uncertainties as a part of disturbanc-
es. Mismatched disturbance and un-
certainty widely exist in practical ap-
plications. In a servo control system, 
for example, the disturbance could be 
a load torque, but the control is the 
voltage applied to the motor so that 
they do not appear in the same chan-
nel. An electric driving system must 
generate corresponding current in 
the motor (which is a state of the mo-
tor) to counteract the external load 
torque. This implies that some states 
cannot approach to zero in the steady 
state in the presence of mismatched 
disturbances/uncertainties.

The key issue for compensation 
for the mismatched disturbance us-
ing a feedforward strategy is to find 
an action based on the estimate for 
general dynamic systems. This issue 
has been answered for not only linear 
but also nonlinear systems [74], [75], 
and a systematic approach to design 
disturbance compensation gain that 
is able to remove the influence of 
mismatched disturbance/uncertainty 
from the output, at least in the steady 
state has been proposed. For a linear 
system (8), the disturbance compen-
sation gain is given by [74]

 
[ ( ) ]

( ) ,

K C A B K B

C A B K B
d u x u

u x d

1 1

1#

=- +

+

- -

-  
(22)

where Kx  is the feedback control gain. 
It can be shown that this compensation 
gain reduces to K 1d =-  in the case of 
matched disturbance, as in (21). This is 
because B Bd u=  in that case. There-
fore, the matched case could be con-
sidered as a special case of the design 
for the mismatched case.

If all state variables are measur-
able, a reduced-order DOB (for ex-
ample, the functional-observer-based 
design [58] discussed in the “Measure-
ment and Observation Techniques in 
Motion Systems” section) can be used, 
and the following composite control 
law is employed

 .u K x K dx d= + t  (23)

For unmeasurable state variables, 
a joint state and DOB could be em-
ployed. In this case, the composite 
control law is designed as

 ,u K x K dx d= +t t  (24)

where xt  and dt  are yielded by state 
and DOBs.

Now we consider a SISO nonlinear 
system (14). The disturbance can be 
removed from the output channel in 
the steady state by the following com-
posite control law [75]:

 ( ) ( ) ( ) ,u x x v x da b c= + + t  (25)

where dt  is the disturbance estimate 
obtained by the nonlinear DOB,
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and v  is the input-to-output relative 
degree [65]. The disturbance compen-
sation gain is designed by
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and

 ( ),v c L h xi
i

f
i

0

1

=-
v

=

-

/  (27)

where ci  are the coefficients to be se-
lected. Equation (22) reveals key chal-
lenges in developing a feedforward 
strategy to reject mismatched distur-
bances. Different from the matched 
disturbances, the compensation gain 
generally depends on the feedback 
control strategy designed in step 1 
and the corresponding gain. This is 
also true for nonlinear cases, and the 
described result has been extended to 
other control strategies, such as slide-
mode control. However, more research 
is still required to develop feedforward 
strategies for other types of feedback 
control design.

Conclusion
In this article, both long-known and 
recent issues in motion control were 
summarized and discussed. All types 
of motion control, such as position, 
force, and impedance control, rely on 
the same principles of motion stiff-
ness. To make motion stiffness easily 
manageable for application-specific 
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tasks, a motion-control design should 
have an inner acceleration-control 
structure, ensuring that various dis-
turbances and uncertainties are suf-
ficiently compensated for, ideally pro-
viding the residual motion dynamics 
as a system with double integrators. 

Despite considerable progress in 
more advanced and economical sen-
sor technologies, it is often the inac-
cessibility of several process variables 
and cost factors of the hardware that 
require stable and robust observation 
and estimation techniques to be de-
veloped and deployed as soft (i.e., vir-
tual) sensors. Our discussion in this 
regard was presented in two parts. 
First, we described both main sources 
of internal motion disturbances in the 
system: structures with associated vi-
brations and contact interfaces with 
associated friction. Then, some ad-
vanced observation techniques useful 
for motion systems were explained, 
together with control and compensa-
tion strategies. This overview may 
contribute to a better understanding 
of the research problems in motion 
control, which opens new opportuni-
ties for advanced mechatronic prod-
ucts and applications.
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